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State of AI
My notes on AI stuff that I am interested in learning more about.
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Scaling LLMs Using LoRAX (LoRA eXchange)
LoRAX is a framework that enables serving thousands of fine-tuned models efficiently on a single GPU
by having the models share low-level weights and only keep separate the specialized high-level weights.
622 days ago
Website:
https://predibase.github.io/lorax/
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Scaling LLM Using Ludwig
Ludwig is a low-code framework for building custom AI models like LLMs and other deep neural
networks.
622 days ago
Website:
https://ludwig.ai/latest/
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