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State of Al

My notes on Al stuff that | am interested in learning more about.
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L) What is LoRAX?

LoRAX {LoRA eXchange) is a framewark that allows users 1o senve thousands of fine-tuned models on a singke GPU, dramatically
reducing the cost of serving without compramising on throughpust or latency.

& Features
+ L% Dynamic Adapter Loading: include any fine-iuned Lok edapies fram Face, Predibase, or in your
requast, it will ba Ioated justin-tma withaut biocking conCUrTant requests. \aptars per raquast t instamly craate
powarful ansambies
+ I Heterogeneouss Continuous Batehing: packs requests for ciffarent adaplens logethes into he same batch, Keeping latency
and haughput nesry cangtant with the numer of cancurment agaptars.
Adapter Exchange Scheduling: asynchronously prefetchas and offioads adapters betwaen GPU and CPU memaory, schedules
request batching to optimize the aggregate thraughput of the system.
« i Optimized Inference: high throughput ond low latency ootimizatians including tensor parallelism, pre-compiled CUDA kernets
{ t  SEMV), quantization, taken streaming

4 Ready for Production prebuit Dacker images, Helm charts for Kubernetes, Promethews metrics, and distributed tracing with
Open Telematry, Dpenal compatibls AP| supporting malti-tum chat conversations. Private adapters through perrequest tenant
tsolation stout (JSON mode).

« i Free for Commerncial Use: Apache 2.0 License Enough said .

W LoRAT @ Dedcwes W g

Scaling LLMs Using LORAX (LoRA eXchange)

LoRAX is a framework that enables serving thousands of fine-tuned models efficiently on a single GPU
by having the models share low-level weights and only keep separate the specialized high-level weights.
622 days ago

Website:
https://predibase.github.io/lorax

https://shownotes.app/@mijkabir 2/3


https://predibase.github.io/lorax/

udwig Table of contents
Wit s Luvig?

1 Installation

1 Ouick Saart

Large Language Medel Fine-
Tuning

Prerequisites
Superviied ML
7 Wy you should use Luwig

& T
Example Use Gases
¢ More Wfommsson
iy U Oy 10 U
Luwigwihs
Geting Invelved

Deciarative deep learning framework bull for scaie snd eficiency

L Wihat is Ludwig?
Ludhwig ig & bow-code framewark for building custom Al models ke LLMe and other deep newral petworks.
Key festures:

+ % Bulld custom models with ease: 2 declarative YAML canfiguration file is all you need to train 2 state-af-the-art LLM on your
data. Suppart for mult-task and multi madalty leaming. Comprehensive config validation detects invalid parameater
combinations and pravents runtime failures.

Optienized fheleney: automatic bate size s stributed tiaining (DOF, Dz
finestuning (FEET), 4-bit quantization (QLGRA. and larger-than-memary datssets

s, parameter eficient

Expert lovel comtrol; ratain full confral of your medels dewn to the activation functions. Suppart for hyperparamatar
aptimization, axplamabiéty, and rich metric visualizations.
[ Modular and extensible: experiment with different model architectires, tasks, features, and modal
parameter changes n the config. Think building biocks far deep leaming

with just & few

+ i Engineered for production: pirebuit [incke; containers, native suppoet for running with Eay on £
Toechscriot and Tritan, upload 10 HupingEace with one command

12185, @xport morels o

Lugwig is hosted by the Linu Foundation &1 & Data.

Scaling LLM Using Ludwig

Ludwig is alow-code framework for building custom Al models like LLMs and other deep neural
networks.

622 days ago

Website:

https://[ludwig.ai/latest
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