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State of Al

My notes on Al stuff that | am interested in learning more about.
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L) What is LoRAX?

LoRAX {LoRA eXchange) is a framewark that allows users 1o senve thousands of fine-tuned models on a singke GPU, dramatically
reducing the cost of serving without compramising on throughpust or latency.

& Features

L2 Dynamic Adapter Loading: include any fine-tuned LoR: edapier from Face, Predibase, or in your
requast, it will ba Isated justin-tima withaut blocking concurrant requasts. {aptars per raquast ta instantly craste
powarful ansambles.

+ I Heterogensous Continuous Batching: packs regueste for oifferent adapters together into The same batch, keeping latency
‘and IraLGRPUE nearty canstant with The nLerder of cancurrent agapters.

Adapter Exchange Scheduling: asymchronously prefetches and offfaads adaplers beteraen GPU and CPU memery, schedules
request batshing to optimize the aggregate traughput of the system

« i Optimized Inference: high thraughput ard low latency cotimizations ncluding tensor parallelism, pre-compiled CUDA kernels
[ t . SGMV). quentization, token streaming.

& Ready for Production prebuilt Dacker images, Helm charts for Kubernetes, Prometheus metrics, and distibuted tiscing with
Gpan Telemetry, OpenAl compatibie AP| supparting multi-tum chat conversations. Private adapters theough perrequest tanant
tsolation stout (JSON mode).

« i Free for Commerncial Use: Apache 2.0 License Enough said .

W LoRAT @ Dedcwes W g

Scaling LLMs Using LORAX (LoRA eXchange)

LoRAX is a framework that enables serving thousands of fine-tuned models efficiently on a single GPU
by having the models share low-level weights and only keep separate the specialized high-level weights.
427 days 12 hrs ago

Website:
https://predibase.github.io/lorax
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udwig

LMD LI

Deciarative deep learning framework bull for scaie snd eficiency

L1 What is Ludwig?

Luthwi Is & low-code framewark far bui

g eustom Al models like LLMe snd ather deap newral netwarks.
Key features:

+ % Bulld custom medels with ease: 2 deciarative YAML canfiguration fileis all you need to frain a state-af-the-art LLM on your
data. Support for mwlk-task and mutimarality learming. Comprehensive config validation detects invalid parameter
Gombinations and prevents runtime foilures

+ - Optimized fheleney: automatic bate size s stributed tisining (DOF, Deeyy
finestuning (FEET), 4-bit quantization (QLGRA. and larger-than-memary datssets

« T, Expert lovel control; ratain full contral of vour medels down to the activation functions, Suapart for hyperparameter
aptimization, axplamabiéty, and rich metric visualizations.

[ Modular and extensible: experiment with different model architectures, tasks, features, and modaities with just & few
parameter changes n the config. Think building biocks far deep leaming

+ i Engineered for production: prebuist
Toechscriot and Tritan, upload 10 HupingEace with one command

Luchwg 5 hasted by the Lirz Four

e, parameter efficient

£ containers, naive support for running with Ray an Kubemeias, export models o
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Scaling LLM Using Ludwig

Ludwig is alow-code framework for building custom Al models like LLMs and other deep neural

networks.
427 days 12 hrs ago

Website:
https://ludwig.ai/latest
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